178

UDC 519.832.3

V. V. Romanuke (cand. of tech. sc.)

Khmelnytskyy National University
romanukevadimv(@mail.ru

A PROGRAM TOOL FOR PRACTICING THE MODEL OF
SEARCHING AN ACTIVE OBJECT AS MULTISTAGE
DIAGONAL GAME

There has been represented a model of searching an active object within a closed
checkered area as multistage diagonal game. The evolving from stage to stage solution of this
game may be found with the developed and represented program tool. The tool returns the
solutions and plots bar-like distribution of their elements up with the prior sojourn
probabilities distribution over the area.

searching an object, diagonal game, multistage optimization, optimal behavior,
Matlab program tool

Introduction and problem statement

Many domains of activity have the arisen problems of searching
something or somebody within a closed territorial region. One of the most
outstanding and really needful is the state frontier problems of searching
trespassers. Another one is of searching the lost people, especially kids. This is
why to model the search of an active object, moving or staying lost within some
territorial region, turns to be the actual scientific problem, which has the real
practice use.

Analysis of investigations on territorial region search models

Amazingly enough, but territorial region search models had not been
represented much until now. It might be explained with that when somebody is
getting lost or trespasses the state frontier, then there is no much time to evaluate
the environmental situation, and it is very important to act as fast as possible.
However, as for the state frontiers environmental situations, they are almost
stable in their maneuverability through. And so, there is possibility to premodel
the trespassing process through them, what will help to react faster in
extraordinary situations [1, 2]. This also may concern the model of the enemy
troops invasion in trespassing the state frontier. Besides, some types of illegal
migration may be modeled in that way [3]. But still the unsolved part of the
problem is in developing the program tool for practicing the model of the active
object search, and that model must regard the worst situations as the object may
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not want to be exposed (except cases of searching the lost people or kids, though
there are those worst situations should be considered anyway).

Paper purpose and tasks formulation

Let the trespasser or the lost one, for further being called the object,
moves across the rectangular region (area) Z . This region should be divided into
M lines, each of which is divided into N zones (squares). For i-th line there is
known the prior probability p, of the object sojourn within the j-th zone, that

1S

N
D p=1 Vi=LM (1)
Jj=1

Here it should be stated, that on the first line there is the condition

p;20 Vj=LN 3je{l,N| 3/,e{LN} ji#j p,; >0 p,>0 (2

It is because of that if (2) is false, then on the first line there exists a zone

J, € {I,_N} with the unit probability p,, =1, and the problem is already solved:

it remains to just direct some search group to locate it there.
The object, entering or trespassing the area Z through the first line in a

ege N
zone of those N ones, knows the prior probabilities { )2 j} _, as they are learned

j=
by the search group. Then the object will act most cautiously, taking into
consideration the possible best searching actions against it. The search group
will act analogously, minding the best camouflaging or prudent actions of the
trespasser. Hence this event is antagonistic, being modeled on the first line as
matrix N x N -game, where the £ -th pure strategy x, of the search group (first

player) is in directing to the k-th zone, and /-th pure strategy y, of the

trespasser (second player) is in moving to the /-th zone, by k=1, N and

[=1, N. Such game is diagonal, as in the situation {xk, yl} the search group
payoff is zeroth by k#/ and is p,, by k=/. This game kernel is the matrix
D(1)=d, (1)]NxN with elements

d,(1)=p, (1-signfk=1]) vy k=L, N wil=1L N 3)
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Knowing the diagonal D(l)-game solution [4]

So () =[ s (1) 51 (1) o sh (1) sl (1) e

s (1) e[0;1]V k=1, N, Zs<k> (1)= 1} (4)

(k)

opt

on the first line, where for the search group s (1) is the optimal probability of

searching the trespasser in the k-th zone, and for the trespasser s(g;)t(l) is the

optimal probability of sojourning within the /-th zone, and

sU(1) [0 _ (p). vj=LN (5)

opt - N

Z]i:[dkk (1)]_1 Z(plk)_l

k=1

there is the task to develop a program tool for practicing the optimal behavior
model of searching the active object on deeper lines. By that the optimal
behavior principle should be based on the multistage diagonal game solution,
being regenerated on each new line within the area Z .

Regenerated diagonal game and optimal behavior principle

To behave optimally on the first line means to hold the mixed strategy (4)
for both the search group and object. Generally, this implies to search with

probability st (1) in the £ -th zone. But, actually, this may be comprehended as

opt
to divide the search group into parts with proportional to probabilities
Y& : : : |14 2 :
{Sof)t(l)}j_l fractions. For instance, if Sopt(l)—[; r then, having the
search group 21 members, there are directed 3 persons into the first zone, 12
persons into the second, and 6 persons into the third zone of the first line.

If it occurred that the object trespassed the first line, then its optimal
behavior model must not be changed: there will be the same best camouflaging
or prudent actions. Then the search group should act similarly, taking into
consideration the most cautious movements of the object. And here the diagonal
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N x N -game regenerates, but not only regarding the probabilities { D, j}].vl.
=
These probabilities naturally must be weighted with the probabilities
. N
{S<J> (1)}j—1' The second line game kernel is the matrix D(2)=[d, (2)]NxN with

opt

elements

d,(2)=s% (1) py, (1-signlk~1|) v k=L, N wa =1, N (6)

with its solution

“(2)e0:1]v k=1 N, ) s"(2) =1} (7

_[we] _ [s0n]
Z[dkk Z[ élgz(l)sz]_l

k=1

V=1 N (8)

Note, that elements (6) of D(Z) -game matrix, positioned on the main
diagonal, are not probabilities now. Properly speaking, the probability of the

object sojourn within the j-th zone V j=1, N of the second line is

~
SN~
L

(pl'
N

_ k=1 _ j
N Y (p )—1 - N (9)
Z <<)p>t(1)p21 ZNUPZI szl
=1 1=1 -1 =1 P
Z(plk)

but it is not necessary to recalculate it, as the corresponding diagonal game
solution will be the same, though the game optimal value, being here out of
interest, is changed.
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Generally, if it occurred that the object trespassed the i-th line
=1, M

A 1, then there regenerates the diagonal N x N -game with the kernel

[ z +1 ] elements

D(i+

dy(i+1) =55 (i) poy (1=signlk 1) o, k=1L N wa I=LLN  (10)

opt

by its solution
Sop (i +1)=[ s (i+1) @ (i+1) o sV (i+1) s (i+1) e

E{':S<]>(l.+1) s<2>(i+1) S<N7]>(l'+1) S<N>(i+1)]eRN:
D s (i+1)= 1} (11)

s¥(i+1)e[0;1] ¥ k=1,

TR U) (i -
épZ(l +1) |:djj (l +1):| _ N|:Sopt (l)p(i+l)j:| 1 v j:l) N (12)
. _
Z[d"k (i+1):| Z[Sél;z(i)p(m)k]
k=1 k=1

For the search group s<k> (i + 1) is the optimal probability of searching the object
{1)

in the k-th zone, and for the object sopt(z+1) is the optimal probability of

sojourning within the /-th zone of the (z + 1) -th line of the area Z. By this the
N

search group may be divided proportionally to probabilities {Séﬁ(z +1)} as

j=

holding the optimal behavior principle in (11).

Program tool for obtaining the optimal behavior guidance

It is very comfortable to use the powerful programmable environment

Matlab for technical computations [5, 6]. There is the developed Matlab

program tool ‘“actobjdgsearch” for solving the multistage diagonal {D(i)}M -

i=l

game with diagonals (3) and (10) Vi=1, M —1. Its code is on figure 1.
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E E:\MATLAB7pOp1'work'ag theory doctoraldiss and supporth actobjdgsearch.m = |EI|1I
File Edit Text Cell Tools Debug Desktop ‘Window Help £
DEHE|i @B |5 ds 00 AR R sxle -]
1 function [3_opt v_opt] = actobjdgsearch (Z) 1=
2 - if sum(Z, 2} ~= 1
5= errormessage = ['Please, enter prior probabilities distribution over area Z in such a way, '
4 'that their sum in every subarea (line of the mwatrix Z) would he egual 1.']:
5 = Brror [Brrormessage)
Bl end
] [e= [M N] = sizelZ):
Bl = [ _optil, :) v_opt(l)] = diagawe (Z({1l, :)):
9 - for i=2:M b
aHE) [ [ _optii, :) v_opti(i)] = diagawe (Z(i, :).*3_optii - 1, :));
4l  end
i fi=figure; set(fl, 'Name', 'Prior probabilities distribution over area Z', 'NumberTitle', '0Qff')
13 = bar3(Z,'r')
Al | = xlahel (' Subarea nuber'), ylabel('Frontier number'), =zlabel('Prior probabhilities distribution over esach subar
Ak | = fé=figure; set(fZ, 'Name', 'Optimal probabilities of searching the active object over area I', 'NumberTitle',
16 = har3 (3 opt,'g') x
4 | »
| actonidgsearch [tn 17 co 1 fovr |
. (13 . 29
Figure 1 — Matlab program tool “actobjdgsearch” code
N M
This tool needs the input prior probabilities matrix { Pq} . to be typed
=) iz
. . . . . M
before running it. And it returns for the user the set of solutions {Sopt (l)} and,
i=l

if needed so, the game optimal value on each line (though, repeatedly, it does

not any matter here). Also there are returned graphically the prior probabilities
M

{{ pu}Nl} distribution over area Z and the optimal probabilities
j=

i=1

opt

. N M
{{S<j ) (i )} } distribution of searching the active object over this area (lines 12
7= )im

— 17 of the code). Essentially, the tool “actobjdgsearch” forms the kernels
{D(i)}i1 of the multistage diagonal N x N -game, which is solved within the

Matlab program subtool “diagame” (lines 8 and 10 of the code). This diagonal
N x N -game solver code is pretty simple (figure 2), calculating just (5) and (12)

Vi=1,M—1.

B E:\MATLAB7pOp1'work’AG Theory DoctoralDiss and Supps game.n Ol =]
Fil: Edit Text Cell Tools Debug Deskbop  Window Help o
NS H|f 2B« |S|éf| 08 EREEA || ]

1 function [F_opt v_opt] = diagame [D) &
2 - N=length(D:

3 = for h=1:N

@ |= dih) = 1/D(h):

SE  end

6 - P opt = dfsumid):

7 - v _opt=1/sumid):

a -

« | o

| diagame [tn s ca 1 fovr

Figure 2 — Matlab program subtool “diagame” code
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Instancing the developed tool application, consider the area Z with four
line frontiers, broken into six zones in each. Let the prior probabilities

4
{{ P, 1} distribution be the following;
J= ) i=1

{p3j}6 = {0.1,0.1,0.4,0.1,0.2, 0.1},
6
(P}, =10.1,0.1,0.,02,03,02} (13)

One may note the equiprobability within the first line frontier, that might
correspond to real conditions. After having typed (13) in the Matlab Command
Window prompt line (figure 3), run the tool “actobjdgsearch™ and get the results

(figures 4, 5 and 6).
eamar =loix|

File Edit Debug Desktop ‘wWindow Help

B | 4 By B o o | s | ® | Current Directory: | E-MATLABTp0p! tvork\bG Theary DoctoraDiss and SupportdGT FUNCTIONS | J

> format rat
>> Z=[1/6 1/6 |

=10l ]

File Edit Debug DCesktop ‘Window Help

O ﬁ’vl $ BB o o |ﬁ ﬁg| 7 | Currert Directary: | E-MATLAB7pOp! wvorkihG Theary DoctaralDiss and SupportbGT FUNCTIONS = | J

> format rat
> EZ=[1/6 1/6 1/6 176 1/6 1/6:; 0.1 0.2 |

ﬂgtartl 4
hmatias =l

File Edit Debug Cesktop ‘Window Help

0 = | 4 BB o | Wl | ) | Current Directory: | EMATLABTROpT workiAG Theory DoctaraiDiss and SupporiAGT FUNCTIONS |~ | J

#» format rat
»» I=[1/6 1/6 1/6 1/6 1/6 1/6; 0.1 0.2 0.2 0.2 0.2 0.1; 0.1 0.1 0.4 0.1 0.2 |

4\ Start 4
«): MATLAB N =10l =]

File Edit Debug DCesktop ‘Window Help

|L

D Bq | 3{: % E. ME O | & ﬁ | @ | Current Directory: IE:MATLAB?pEIm\WDrk\AG Theory DoctoralDiss and Support W BGT FUNMCTIONS LIJ

>»> format rat

»» E=[1/6 1/6 1/6 1/e 1/6 1/6: D.1 0.2 0.2 0.2 0.2 0.1y 0.1 0.1 0.4 0.1 0.2 0.1; 0.1 0.1 0.1 0.2 0.3 0.2]
7 =

1/ 6 1/ 6 1/ 6 1/ 6 1/ 6 1/ 6
1/10 1/5 1/5 1/5 1/5 1/10
1710 1710 2/5 1710 1/5 1710
1/10 1/10 1/10 1/5 3410 1/5
> |
4 start |

Figure 3 — Typing the prior probabilities (13) in Matlab Command Window
prompt line before running “actobjdgsearch”
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=10l ]

File Edit Debug DCesktop ‘Window Help

O E”vl 4 BB o o |& ﬁ| 7 | Currert Ditectory: | EMATLABTpOp1wworkisG Theary DoctoralDiss and SupportbGT FUNCTIONS = | J

1710 1710 =] 1710 173 1710 :I
1/10 1/10 1/10 1/5 3/10 1/5
*» [P_opt ] = actobjdgsearch ([Z])
P_opt =
1/6 1/6 1/6 1/6 1/6 1/6
1/4 1/a 1/8 1/8 1/8 1/4
2/158 4/15 1/15 4/15 2/15 2505
12/55 6/55 249/55 3/55 4/55 6/55
o | -

4 start |

BN

1=

Figure 4 — The set of solutions {Sopt (i )}4 | to the prior probabilities (13)

04- .
0.35-.
031
0.25-].
02-.
015,
0.1
0.05-/

Prior probabilities distribution over each subarea

Frontier number Subarea number

Figure 5 — Graphical return of the prior probabilities (13)
distribution over area Z
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Optimal probabilities of searching the active object over each subarea

Frontier number Subarea number

. 6 )*
Figure 6 — Graphical return of the optimal probabilities {{s<’ ) (i )} }
i=1

t
op jII

distribution of searching the active object over area Z

It is remarkable here, that the solution {Sopt (1)}4

i=

1 does not differ from the

prior probabilities { 12 J}é L as they are equal. That is on the first frontier line the
j=

distribution of search resource should be equal. Farther the irregularity begins as
the territorial region may be of forests, houses, check-points (here, obviously, a
prior probability must be low), fields and some. By that the search resource
distribution is realized [7, 8] the best of all, if the first line squad staff is of 6Q

persons, the second line squad staff is of 8Q persons, the third line squad staff is
of 150 persons, and the fourth line squad staft is of 550 persons by QO e N.

Conclusions and outlooks of further investigations

There has been modeled the sojourn and moving through the area Z
broken into M lines, each of which is divided into N zones, of an active object,
could be called a trespasser of the state frontier or just a lost one, which is
searched by the qualified squad staff. The suggested model is the diagonal
N x N -game, having different kernel from the line to line, until it is the last. The
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M
evolving kernel of this game is formed from the prior probabilities {{ pl.j}].vl}
=)=
of the object sojourn within Z. To solve that multistage diagonal game there has
been applied the powerful programmable environment Matlab with the
developed tool “actobjdgsearch”. On the first frontier line the optimal behavior

of both players is in holding at the optimal strategy (4) with (5) as the diagonal
D(l)-game solution. On the i-th frontier line Vi=1, M —1 the optimal

behavior of both players is in holding at the optimal strategy (11) with (12) as
the diagonal D(i + 1)-game solution. The developed and represented Matlab tool

“actobjdgsearch” returns those solutions and plots bar-like distributions of them
M

alongside of the prior probabilities {{ P,'j} . 1} distribution over Z . The further
=)=

investigations outlooks are at developing tools for practicing the model of

searching an active object with periodically incoming and renewing data on its

recent sojourn assumptions or witnessing.

List of references

1. CononnikoB B. I'. OnTumizaiiist po3noaity cuii Ta 3aco0iB /iJisi BUKOHAHHS 3aBJaHb
IIpU IPOBEJEHH1 NPUKOPAOHHUX (crniibHuX) onepauiii / B. I'. Cononnikos, 1. C. Karepunuyk
/I Tpynu akagemii. Bumyck 61. — K. : HAO, 2005. — C. 18 — 24.

2. Karepunuyk I. C. MarematnyHa MoJ€Ib BU3HAUYEHHS IMOBIPHHUX MapuUIpYTIB pyXy
nopywHukiB aepxaBHoro kopaony / I. C. Karepunuyk, C. M. Ilupoboxos, M. IO.
[ubpoBcbkuit // 36ipHuk HaykoBux mnpaub Ne 13. Yactuna [. — XMenpHUUBKUN :
BupmasaunirBo HamionansHoi akagemii JlepkaBHOT IPUKOPAOHHOI Ciiyx0u Ykpainu iMeHi b.
XwMenpHuneskoro, 2005. — C. 48 — 53.

3. Karepunuyk [. C. Pexomenpauii miono BUOOPY paliOHAIBHUX PEXKUMIB
(GYHKIIIOHYBaHHS CUCTEMH NPOTUAIl HE3aKOHHIM Mirpauii Ha nep:kaBHoMy kopzoHi / I. C.
Karepunuyk, A. b. Mucuk, M. 1O. Ilubposcekuii / Yects 1 3akoH. — Ne 1. — X. : ABB
MBCY, 2007. — C. 58 — 64.

4. Bopo6néB H. H. Teopus urp mis skoHOMUCTOB-KuOepHETHKOB / Bopo6réB H. H. —
M. : Hayka, ['nmaBHas penakuus pusnko-mMareMaTHuecKoi aurepatypsl, 1985. — 272 c.

5. JlpsxonoB B. Maremaruueckue maketsl pacuupenus MATLAB : [cnenuanbHbli
cupaBoyHuK] / B. JIpsikonos, B. Kpyrinos. — CII0. : ITutep, 2001. — 480 c. : u.

6. llITos6a C. JI. IlpoektupoBanue HeueTkux cuctem cpeacreamu MATLAB / llItos6a
C. . — M. : Topsiuast nunus — Tenexkom, 2007. — 288 c.

7. Pomantok B. B. Meton peanizaiii onTUMajJbHUX 3MIMIAHUX CTpATEerid y MaTpuyHiil
Ipi 3 MOPOKHBOKO MHOXKMHOIO CIAJIOBUX TOUYOK Y YUCTHX CTpATeriixX 3 BIIOMOIO KUIBKICTIO
napriii rpu / B. B. Pomantok // Haykosi Bicti HTYY “KIII”. — 2009. — Ne 2. — C. 45 — 52.

8. Pomantok B. B. AnanTanis merony peanizaiii ONTUMaJIbHUX 3MIIIAHUX CTPATErii y
MaTpHUUHIH I'pi 3 NOPOKHBOIO MHOKUHOIO CUTYallli pIBHOBAru 3 BiJOMOIO Harepes KUIbKICTIO
payHniB rpu y mnporpamHomy cepenoBuiii MATLAB / B. B. Pomaniok // BicHuk
XMeNbHUIPKOTO HalllOHAJILHOTO YHiBepcutery. TexHiuni Hayku. — 2009. — Ne 4. — C. 57
— 67.



188

Haoitiwna oo peoxonezii 06.11.2009p. Peyenzenm: x.m.H., 0oy. 3enenvosa I. A.

B. B. Pomaniok
XMEeNbHHUIIbKUI HAIIIOHATbHUM YHIBEPCUTET

IIporpamumii 3aci0 151 NPpaKTU4YHOI peaJizalii MoJe/i NMOLIYKY aKTHBHOIO 00’€KTa SIK
O0araroeranmHoi JiaroHagbHoi rpu. llpencraBieHo Mojenb MOHIYKY aKTHMBHOIO 00 €KTa
yCepeInHl1 3aMKHEHO1 PO3AUIeHOi 00yiacTi sIK OaraToeTamHy JlaroHalbHY Tpy. Po3B’sa30k miel
I'pH, L0 €BOJIIOLIOHYE BiJ] €Taly /10 eTamy, MOKe 3HaXOJUTHCh 3a JOTIOMOT00 PO3pOOIEHOro Ta
MPEACTABICHOTO MporpaMHOro 3aco0y. Lleit 3acid moBepTae po3B’si3ku Ta Oyaye mOAIOHMIA 10
OpyCKiB PO3MOJUI iX €JIEMEHTIB MOps] 3 PO3MOJAUIOM arpiopHUX IMOBIpHOCTEH nepedyBaHHS B
o0macTi.

nomyk 00’€kTa, JAiaroHajbHa rpa, 0araroeranHa ONTUMi3allisi, ONTHUMAJIbHA TOBEAIiHKA,
nporpamuuii Matlab-3acio

B. B. Pomaniok
XMEeNbHULIKAN HAlIMOHAJIbHBIA YHUBEPCUTET

IIporpamMMHOe CpeAcTBO MJIfl NPAKTHYECKOW peaju3alMd MOJeJH IMOMCKA AKTUBHOIO
00beKTa KAK MHOI03TAINIHOM JUArOHAJIBLHOM UIPbI. [IpeacTaBiieHO MOIeNIb MOUCKA AKTUBHOTO
00bEKTa BHYTPU 3aMKHYTOW pa3/ie’I€HHON 00JacTH KaK MHOTO3TAIHYIO0 TUArOHAIBHYIO UTDY.
DBOJIIOIMOHHUPYIOIIEE OT dTana K dTaly PEHIeHHue dTON UTpbl MOXKET HAXOAUTHCS C TTOMOIIBIO
pa3pabOTaHHOTO W TPEACTABJICHHOTO MPOTPAMMHOIO CPEJCTBA. DTO CPEJACTBO BO3BpAIIACT
pelieHust U CTPOUT Mo100HOE OpycKaM pacipeneeHue X AIEMEHTOB PSIIOM C pacipeiesieHueM
anPUOPHBIX BEPOSATHOCTEN TPeObIBaHMS B 00IaCTH.

MOMCK 00beKTa, MArOHAJbHAsi WUIPA, MHOIO3TANHASA ONTHUMHU3ALMS, ONTHUMAJIbHOE
nosejeHue, nporpammuoe Matlab-cpeacrso



