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Implementing Control Units for Linear Algorithms 
 

Alexander Barkalov, IEEE member;  Larysa Titarenko; Alexander Miroshkin 

 
  Abstract—Two methods are proposed for reducing the 

number of LUT elements in logic circuits of compositional 
microprogram control units with code sharing. The methods 
are based on usage of free resources of embedded memory 
blocks for representing the codes of the classes of 
pseudoequivalent operational linear chains. It allows reducing 
the number of LUTs in the block of microinstruction 
addressing. The example of application and results of 
investigations are given. 

Keywords: compositional microprogram control unit, 
FPGA, LUT elements, embedded memory blocks, hardware 
reduction. 

I. INTRODUCTION 
s a rule, digital systems include control units 
responsible for interplay of all system blocks [1]. The 
behaviour of a control unit (CU) is determined by a 

control algorithm of a digital system. Such an algorithm can 
be represented as a graph-scheme of algorithm (GSA) [2]. 
One of the very important problems connected with design 
of CUs is a reduction of hardware amount required for 
implementing the CU’s logic circuit [3]. Methods used for 
solution of this problem depend on peculiarities of both 
logic elements used for implementing logic circuits and 
control algorithms to be interpreted [2]. 

Now, the field-programmable gate arrays (FPGA) [4, 5] 
are widely used for implementing logic circuits of digital 
systems. In this article, we discuss FPGA chips including 
look-up table (LUT) elements and embedded memory 
blocks (EMB) [6]. 

The specific of LUT is the limited number of inputs (up 
to 6-8). It is known that to decrease the amount of LUTs in 
a circuit it is necessary to decrease the numbers of both 
arguments and product terms in a Boolean function to be 
implemented. The specific of EMBs is their ability for 
reconfiguration in the frames of particular size. For 
example, the configurations 16k×1, 8k×2, 4k×4, 2k×8, 
1024×18, 512×36, and 256×72 exist for typical EMBs 
[4, 5]. An EMB targets implementing tabular functions. It is 
quite possible that either some cells, or outputs, or both are 
not used under implementing some systems of Boolean 
functions. There are a lot of researches devoted to FPGA-
based design of control units [7-11]. 
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If a control algorithm is represented by a linear GSA, 
then a control unit can be implemented as a compositional 
microprogram control unit (CMCU) [12]. The positive 
feature of CMCU is usage of all recourses of FPGAs (both 
LUTs and EMBs). It allows obtaining logic circuits with 
minimum possible amount of LUTs [12]. 

In this article, some improvements are proposed for the 
CMCU with code sharing. They are based on specific of 
both Moore finite-state-machine (FSM) [3] and EMBs. Let 
us point out that the proposed approach can be used for any 
model of CMCU [12]. 

II. THE MODEL OF CMCU WITH CODE SHARING 
Let a GSA Γ include a set of vertices B and a set of arcs 

E. Let B = {b0, bE} ∪ B1 ∪ B2 where b0 is an initial vertex; 
bE is a final vertex; B1 is a set of operator vertices; B2 is a 
set of conditional vertices. Operator vertices bm ∈ B1 
include collections of microoperations Y(bm) ⊆ Y, where 

Mm ,1= , M = |B1|, Y = {y1, …, yN}is a set of 
microoperations. Conditional vertices bq ∈ B2 contain 
elements of a set of logical conditions X = {x1, …, xL}. Let 
us introduce some definitions. 

Definition 1. An operational linear chain (OLC) αg of 
GSA Γ is a finite vector of operator vertices 

〉〈=
gFggg bb ,...,

1
α  such that an arc Ebb

ii gg ∈〉〈
+1

,  

corresponds to each pair of adjacent components of αg 
)1,1( −= gFi . 

Definition 2. An operator vertex bm ∈ Bg, where Bg⊆ B1 
is a set of operator vertices from the OLC αg, is called an 
input of OLC αg if there is an arc 〈bt, bm〉 ∈ E, where 
bt ∉ Bg. 

Definition 3. An operator vertex bm ∈ Bgis called an 
output of OLC αg if there is an arc 〈bm, bt〉 ∈ E, where 
bt ∉ Bg. 

Definition 4. Operational linear chains αi and αj are 
pseudoequivalent operational linear chains (POLC) if there 
are arcs 〈bi, bt〉, 〈bj, bt〉 ∈ E, where bi (bj) is the output of 
OLC αi (αj). 

Definition 5. A GSA Γ is called a linear GSA if the 
following condition takes place: 

2≥
G
M .                                    (1) 

So, a GSA Γ is a linear GSA if the number of its operator 
vertices at least twice exceeds the minimum number of 
OLCs. If condition (1) takes place, then the model of 
CMCU can be used [12]. Let us point out that an arbitrary 
OLC αg can have up to Fg = |Bg| inputs and exactly one 

A 
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output, Og. The inputs of OLC αg form a set 
.},...,{)( 21

ggg III =α  

Let us use the approach [12] and find the partition C of 
the set B1 such that C = {α1, …, αG}. Let G be the 
minimum possible number of OLCs for the GSA Γ. Let us 
encode each OLC αg ∈ C by a binary code K(αg) having R1 
bits: 

R1 = ⎡log2G⎤.                                (2) 

Let us encode each component g
g Bb

i
∈  by a binary code 

)(
igbK  having R2 bits: 

R2 = ⎡log2(Fmax)⎤.                            (3) 
The value of Fmax is determined as Fmax = max (F1, …, FG). 
Let us use the elements of a set τ for encoding of the OLCs, 
whereas the elements of the set T are used for encoding of 
the components (|τ| = R1, |T| = R2). 

The encoding of the components is executed in the 
natural order: 

)1F1,i;G1,(g;1)()( g1
−==+=

+ ii gg bKbK .        (4) 

Now, an operator vertex bm ∈ Bg corresponds to the 
microinstruction MIm having the address A(MIm) determined 
as 

)(*)()(
iggm bKKMIA α= .                    (5) 

In (5), the sign * means the concatenation, whereas the 
vertex bm corresponds to the component 

igb  of OLC 

αg ∈ C. In address A(MIm), the codes of OLC and its 
components are included separately (in the different bits of 
the address). This approach is called a code sharing. 

On the base of (5), the model of CMCU with code 
sharing (CMCU CS) can be obtained (Fig. 1). 

 

Fig. 1. Structure diagram of CMCU with code sharing 

In the CMCU CS, a block of microinstruction addressing 
(BMA) implements systems of input memory functions for 
flip-flops of a register RG and a counter CT: 

).,(
);,(

X
X

τ
τ

Φ=Φ
Ψ=Ψ

                              (6) 

This CMCU operates in the following manner. If 
Start = 1, then the process begins and zero codes are loaded 
into both RG and CT. At the same time, a flip-flop of 
fetching (TF) is set up. Now, there is Fetch = 1, and 
microinstructions can be fetched out the control memory 
(CM). Let in the instant t the contents of RG and CT form 
some address A(MIm) corresponding to the vertex bm ∈ Bg. 
This microinstruction is fetched out the CM. If bm ≠ Og, 
then a variable y0 is generated causing incrementing the 
counter CT. It provides the mode of addressing (4). In the 
instant t+1the next microinstruction is fetched; it still 
corresponds to some component of the OLC αg. If the 
output Og is reached, then the variable y0 is not generated. It 
allows loading both RG and CT from the outputs of BMA. 
Now, a transition is executed between the output of OLC αg 
and an input of some other OLC (maybe, the same OLC 
αg). The process is terminated when a variable yE is 
generated. It corresponds to the situation 〈Og, bE〉 ∈ E. 

The LUTs and latches are used for implementing logic 
circuits of BMA, RG, CT and TF, whereas the EMBs are 
used for implementing the control memory CM. If EMBs 
have some free recourses (cells, outputs or both), then we 
propose to use them for decreasing the number of LUT 
elements in the circuit of BMA. 

III. THE MAIN IDEA OF PROPOSED METHOD 
As shown in [12], an OLC αg ∈ C is an equivalent of 

some state of Moore FSM. So, pseudoequivalent OLCs 
correspond to the pseudoequivalent states of Moore FSM 
[3]. It means that the table of transitions of CMCU CS can 
be reduced by replacing the pseudoequivalent OLCs by the 
corresponding class of POLC. It allows decreasing the 
number of product terms in the functions (6) and, therefore, 
the reduction of the amount of LUTs in the circuit of BMA. 
We proposed to keep the codes of classes of POLC in free 
recourses of EMBs. There are two possible approaches for 
usage of EMBs: 

1. If there are enough free outputs, then the codes of 
classes of POLC can be included as a separate field in 
the microinstruction format. Let us call this approach 
as the expansion of microinstruction format (EMF-
approach). 

2. If there are enough free cells, then an additional 
microinstruction with the class code can be included 
into each OLC of a particular class. Let us call this 
approach as the modification of OLC (MOLC-
approach). 

Let us form a set C1 ⊆ C. Let αg ∈ C1 if 〈Og, bE〉 ∉ E. Let 
us find a partition ΠС = {B1, …, BI} of the set C1 by the 
classes of POLCs. It can be done in a trivial way, using the 
definition 4 from the section 2. Let us encode each class 
BI ∈ ΠC by a binary code K(Bi) using R3 bits, where: 

R3 = ⎡log2I⎤.                                 (7) 
Let us use the variables zr ∈ Z for such an encoding, 

where |Z| = R3. In this case the system (6) can be 
transformed in the following way: 
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).,(
);,(

XZ
XZ

Φ=Φ
Ψ=Ψ

                               (8) 

In the case of CMCU CS, the control memory should 
include M0 cells. Each of these cells has t0 bits: 

2120
RRM += ,                               (9) 

t0 = N + 2.                                (10) 
The value 2 is added to N to take into account the 

variables y0 and yE. 
The FPGA chip includes EMBs having V0 cells if the 

number of outputs tF = 1. Let us point out that the value of 
tF can be taken from some set of fixed values 
OF ={1, 2, 4, 8, 9, 16, 18, 32, 36,72}. Let us choose the 
value of FF Ot ∈0  such that the difference ∆t is minimal: 

030
0 ≥−−=∆ Rttt F .                       (11) 

Now, if the condition 

0
0

0 )( MtV F ≥                           (12) 

takes place, then the EMF-approach can be used. It results 
in the CMCU FCS (Fig. 2). 
 

 
Fig. 2. Structure diagram of CMCU FCS 

In the case of MOLC-approach, the number of required 
memory cells is determined as 

M1 = M +G.                                 (13) 
Let the following condition take place for any OLC 

αg ∈ C1: 
12 2 −≤ R

gF .                                 (14) 
In this case, the introduction of additional 

microinstructions does not increase the value of R2 in 
comparison with (3). Now, the value of 0

Ft  is chosen from 
the following condition 

 
min.

;00
0

→∆
≥−=∆

t
ttt F  (15) 

If condition (14) takes place, then the MOLC-approach 
can be used leading to the CMCU MCS (Fig. 3). 

 

 

Fig. 3. Structure diagram of CMCU MCS 

Let us point out that the EMF-approach is more 
preferable. It does not require additional (idle) cycles of 
CMCU. So, it is necessary to start from the model of 
CMCU FCS. If this model cannot be used, then the model 
of CMCU MCS should be tried. Let us discuss the case 
when both models can be used and, moreover, only one 
EMB is enough for implementing the control memory. In 
other cases, the proposed methods need some 
modifications. The modifications are not complex, and, 
because of it, they are beyond the scope of this article. 

The proposed design methods include the following 
steps: 

1. Constructing the sets C, C1, ΠC for a given GSA Γ. 
2. Encoding of OLC αg ∈ C and their components. 
3. Encoding of the classes Bi ∈ ΠC. 
4. Constructing the content of control memory. 
5. Constructing the table of transitions of CMCU and 

finding the system (8). 
6. Implementing the logic circuit using given FPGA chip. 
The step 1 is executed using the methods from [12].As a 

result, the number G of OLC αg ∈ C is minimal. The 
partition ΠC is formed using the definition 4. 

The encoding of OLC should be executed in a way 
minimizing the number of terms in (8). The well-known 
methods [1] can be used to solve this problem. The 
components of OLC αg ∈ C are encoded in a trivial way. 
The first component of any OLC has the code whose 
decimal equivalent is equal to zero. The codes of the second 
components are equal to 1, the third – to 2 and so on. This 
style of encoding satisfies to (4). The codes of classes do 
not affect the number o LUTs in the circuit of BMA. 

The content of CM is represented by the table having the 
fields A(MIm), Y(bm), y0, yE, K(Bi). In the case of CMCU 
FCS, the fields Y(bm) and K(Bi) require different bits. In the 
case of CMCU MCS, these fields share the same bits of 
EMB. The number of required bits is determined as 
max (N+2; R3). 

To construct the table of CM, it is necessary to transform 
the initial GSA Γ [12]. If a vertex bm ∈ Bg is not the output 
of OLC αg ∈ C, then the variable y0 is introduced into this 
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vertex. If 〈bm, bE〉 ∈ E, then the variable yE is introduced 
into the vertex bm ∈ B1. 

The table of transitions is constructed on the base of 
generalized formulae of transitions [12]: 

),1(;
1

IibXB mh

H

hi
i

=∨→
=

.                    (16) 

In (16), Xh is a conjunction of logical conditions 
determining the transition from the output of any OLC 
αg ∈ Bi to the operator vertex bm; Hi is the number of 
transitions from this output. The system (16) leads to the 
table of transitions having the following columns: Bi, K(Bi), 
bm, A(MIm), Xh, Ψh, Φh, h. Here Ψh ⊆ Ψ is a set of input 
memory functions for the RG; Φh ⊆ Φ is a set of input 
memory functions for the CT; h is a number of transitions. 
The system (8) is constructed as the following: 

),1(; 321
RRrXBCD hhrh

H

hr +=∨=
=

.            (17) 

In (17), Crh is the Boolean variable equal to 1 iff the 
function Dr is written in the h-th row of the table, Bh is a 
conjunction of variables zr ∈ Z corresponding the code 
K(Bi) for the h-th row of the table ),1( Hh = . 

The last step is reduced to implementation of the logic 
circuit of CMCU using some standard tools [4, 5]. 

IV. AN EXAMPLE OF APPLICATION OF PROPOSED METHODS 

Let some GSA Γ1 include M = 17 operator vertices. Let 
these vertices form the set C = {α1, …, α8} where 
α1 = 〈b1, b2〉, α2 = 〈b3, b4, b5〉, α3 = 〈b6, b7〉, α4 = 〈b8, b9, b10〉, 
α5 = 〈b11, b12〉, α6 = 〈b13, b14〉, α7 = 〈b15, b16〉 and α8 = 〈b17〉. 
It means G = 8, condition (1) takes place and the model of 
CMCU can be used. 

Let α8 ∉ C1, L = 4, N = 6 and ΠC = {B1, …, B4}, where 
B1 = {α1, α6}, B2 = {α2, α3, α5}, B3 = {α4}, 
B4 = {α7}.Because there is G = 8, then R1 = 3 and 
τ = {τ1, τ2, τ3}. It can be found that Fmax = 3; it means that 
R2 = 2 and T = {T1, T2}. Let us encode the OLC αg ∈ C in a 
trivial way: K(α1) = 000, K(α2) = 001, …, K(α8) = 111. The 
first components at any OLC αg ∈ C have the code 00, the 
second components have the code 01, the third components 
have the code 10 and the fourth components have the code 
11. Let us point out that in the discussed example the fourth 
components are added into some OLCs of CMCU MCS. 

The addresses of microinstructions can be found from 
Table I. In this table, the symbols (b18) – (b24) denote 
additional vertices introduced for CMCU MCS. 

Let the following system of generalized formulae of 
transitions can be obtained after analysis of the GSA Γ1: 

 

;1331133

;621821311
bxbxB

bxxbxxbxB

∨→

∨∨→
 

.54

;1741542
xB

bxbxB

→

∨→
(18) 

 
 

TABLE I 
ADDRESSES OF MICROINSTRUCTIONS 

OLC 
τ3τ2τ1 
T2T1 

α1 
000 

α2 
001 

α3 
010 

α4 
011 

α5 
100 

α6 
101 

α7 
110 

α8 
111 

00 b1 b3 b6 b8 b11 b13 b15 (b17) 
01 b2 b4 b7 b9 b12 b14 b16 – 
10 (b18) b5 (b20) b10 (b22) (b23) (b24) – 
11 – (b19) – (b21) – – – – 

 
Let us encode the classes Bi ∈ ΠC in a trivial way: 

K(B1) = 00, …, K(B4) = 11. Using these codes and the 
system (18), the table of transitions can be constructed 
(Table II). 

 
TABLE II 

TABLE OF TRANSITIONS OF CMCU 

Bi K(Bi) bm A(MIm) Xh Ψh Φh h 
b3 00100 1x  D1 – 1 
b8 01100 21xx  D2 D1 – 2 B1 00 
b6 01000 21 xx  D2 – 3 
b15 11000 4x  D3 D2 – 4 

B2 01 
b17 11100 4x  D3 D2 D1 – 5 
b11 10000 3x  D3 – 6 

B3 10 
b13 10100 3x  D3 D1 – 7 

B4 11 b5 00110 1 D1 D4 8 

 

The addresses of microinstructions A(IMm) are taken 
from Table 1 using the expression (5). For example, b5 ∈ B2 
and K(α2) = 001. Therefore, A(MI5) = K(α2)*K(b5) = 00110. 

Table 2 is the base for constructing the system (8). In the 
discussed case, this system is the following one: 

,84;76543

;54322;875211
FDFFFFD

FFFFDFFFFFD
=∨∨∨=

∨∨∨=∨∨∨∨=  (19) 

where 1211 xzzF = , 21212 xxzzF = , 21213 xxzzF = , …, 

218 zzF = . 
Let Y(b3) = {y1, y3, y0}, Y(b4) = {y4, y0}, Y(b5) = {y5}, 

Y(b6) = {y2, y0}, Y(b7) = {y3, y6}. Using addresses from 
Table I, the following fragment of content of control 
memory can be created for CMCU FCS (Table III). 

Because the relation α2 ∈ B2 takes place, the code 
K(B2) = 01 is placed into the cell with address 00110. This 
cell corresponds to the output of OLC α2. This very code is 
placed into the cell corresponding to the output of OLC α3. 

In the case of CMCU MFS, the second and the third bits 
of microinstruction are used either as microoperations y1, y2 
or variables z2, z1 (Table IV). 
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TABLE III 
PART OF CONTROL MEMORY FOR CMCU FCS 

Address Microinstruction 
τ3 τ2 τ1 T2 T1 yE y1 y2 y3 y4 y5 y6 y0 z2 z1

bm αi

0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 b3

0 0 1 0 1 0 0 0 0 1 0 0 1 0 0 b4

0 0 1 1 0 0 0 0 0 0 1 0 0 0 1 b5

α2

0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 –  
0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 b6

0 1 0 0 1 0 0 0 1 0 0 1 0 0 1 b7
α3

0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 –  
0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 –  

 
TABLE IV 

 PART OF CONTROL MEMORY FOR CMCU MCS 

Address Microinstruction 
y1 y2 y3 y4 y5 y6 

τ3 τ2 τ1 T2 T1 yE 
z2 z1     

y0
bm αi

0 0 1 0 0 0 1 0 1 0 0 0 1 b3 
0 0 1 0 1 0 0 0 0 1 0 0 1 b4 
0 0 1 1 0 0 0 0 0 0 1 0 0 b5 
0 0 1 1 1 0 0 1 0 0 0 0 0 b19 

α2

0 1 0 0 0 0 0 1 0 0 0 0 1 b6 
0 1 0 0 1 0 0 0 1 0 0 1 0 b7 
0 1 0 1 0 0 0 1 0 0 0 0 0 b20 

α3

0 1 0 1 1 0 0 0 0 0 0 0 0 –  

We do not show the logic circuits of these CMCUs. But 
we developed CAD tools allowing synthesis of proposed 
models of CMCU. Our CAD tools use Xilinx ISE WebPack 
to produce a final implementation. 

V. EXPERIMENTAL RESULTS 
Our CAD system is based on the following principles. 

An initial GSA is represented in the XML format. One of 
its blocks generates VHDL-description of a given model of 
CMCU, together with data using for programming EMBs. 
This information is transferred into the system Xilinx ISE 
WebPack. Next, the implementation of a logic circuit is 
executed. The initial GSAs are generated by a special 
generator, which is the part of CAD tools: 

– the number of vertices K is changed from 10 to 500; 
– the part of operator vertices is changed from 50 % to 

90 %; 
– the number of microoperations N = 15; 
– the number of logical conditions L = 5. 
For each GSA, the following control units were 

implemented: CMCU with code sharing, CMCU FCS, 
CMCU MCS, and Mealy FSM. The experimental results are 
shown on diagrams. Each point on the diagrams is an 
average result obtained for five different GSAs with similar 
parameters. 

The numbers of LUTs required for implementing logic 
circuits of different control units are shown on Fig. 4. The 
results for GSAs with 70 % of operator vertices are shown 
on Fig. 4, a. The results for GSAs with 90 % of operator 
vertices are shown on Fig. 4, b. Analysis of Fig. 4 shows 
that the proposed models of CMCU require fewer amounts 
of LUTs than both Mealy FSM and the base model of 
CMCU CS. Moreover, the growth in the number of 
operator vertices leads to increasing the hardware amount 
for Mealy FSM. But it has quite opposite effect in the cases 
of CMCU. 

 
а 

 
b 

Fig. 4. Number of LUT elements in logic circuits of control units 
The temporal characteristics of different control units are 

shown in Fig. 5. As in previous case, results for GSAs with 
70 % of operator vertices are shown in Fig. 5, a. Results for 
GSAs with 90 % of operator vertices are shown in Fig. 5, b. 
Both diagrams show minimal possible propagation time TC 
for the control units under investigation. The analysis if 
Fig. 5 shows that the proposed models provide higher 
performance in comparison with both Mealy FSM and 
CMCU CS. It is interesting that the propagation time does 
not practically depend on the number of operator vertices. 

 
a 

 
b 

Fig. 5. Minimal propagation time for different control units 
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So, if the CMCU FCS and MCS require the same amount 
of EMBs, their characteristics (number of LUT elements 
and propagation time) are practically identical. Obviously, a 
control algorithm’s execution requires more cycles in 
CMCU MCS than in the case of equivalent CMCU FCS. It 
is connected with existence of additional microinstructions 
in the control memory of CMCU MCS. So, if there are such 
conditions that both proposed models can be used, then the 
model of CMCU FCS is more preferable. 

Let us point out that results of investigation are obtained 
for the FPGA Spartan-3 by Xilinx. If other chips are used, 
the results can be different. But the tendency remains. 

VI. CONCLUSION 
As the results of investigations show, the proposed 

methods allow decreasing the hardware amount (in average) 
to 40% in comparison with known design methods. 

One of the results of investigation is obtaining the 
formula showing the hardware amount required for 
implementing CMCU with code sharing and proposed 
modifications. Let us point out that this formula is correct 
for FPGA chips having LUT elements with four inputs (for 
example, for Spartan-3 family by Xilinx). The formula is 
the following: 

KPPQ ⋅−+−= )11.1056.2026.0( 1
2

1             (20) 

In (20), Q is the number of LUTs in a logic circuit, K is 
the number of vertices in the GSA Γ, P1 is a part of operator 
vertices in a GSA Γ (0.5 ≤ P1 ≤ 1). Let us point out that the 
expression (18) is correct for L = 5. If similar formulae 
include L as a variable, then they can be used for 
preliminary estimation of hardware amount in the case of an 
arbitrary GSA. 

The time Clock for proposed models is in the interval 
[1.7 nsec; 2.5 nsec]. As our investigations show, this 
interval is equal to [5 nsec; 6 nsec] for Mealy FSM. 
Moreover, this characteristic for CMCU depends only on 
the type of FPGA. In the case of Mealy FSM, delays 
increase with increasing the numbers of vertices in a control 
algorithm. 

So, the proposed models of control units allow designing 
logic circuits with better hardware and timing 
characteristics in comparison with known models. Let us 
point out that they can be used only if a control algorithm is 
represented by a linear graph-scheme of algorithm. 
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