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Abstract: The new approach to the whole class of problems dealing with the risk analysis of the safety control of the system “human being-manufacturing-environment” is offered and reasoned. This approach can be called informational and logical. The vivid advantage of this principle over the systems, probabilistic, linearly determinant, synthetic, materialistic and other concepts which are special cases of the general informational and logical approach is demonstrated. 
The constant exchange of the energy, which is all processes basics, makes us think both of its diffusion  and source. 

All natural processes follow the increase of entropy which characterizes the probability of any state fixing and measures chaos and irreversibility. The more perfect the order is the less the entropy is. That is, all the “ridden” processes always cause the increase of their chaos.  

Any system, regardless of its nature, has physical laws identifying inner cause-effect relations. It can also be said about the system “human being-manufacturing-environment’. 

High sensibility to the initial conditions leading to the chaotic and unpredictable behaviour in time happens to be not an exception but the characteristic typical to many systems. 

A number of circumstances that cause the system stability loss and transition to the chaos can be identified as the chaos reasons. They are as follows:

· External barriers, disturbing factors.

· Great number of the degree of freedom which the system has within the process of its functioning. In this case it is able to implement absolutely random sequences. 

· Rather complicated system organization.

Since the second thermodynamic law was discovered the problem of coordination of conclusions on entropy ( chaos, ambiguity) increase in time within the closed systems with the processes of self-organization in wild and unanimated life taking place in open systems has  arisen. 

At present the idea of entropy is no longer the thermodynamic concept. It is applied to many branches of science, and is of great significance for the research of different by nature systems and phenomena. 

Entropy as the science concept is the degree of natural ability of the thermal energy to be diffused. Eventually it acquired double meaning: the degree of energy depreciation and indicator of the chaos stern growth [1]. Entropy appeared and became the  information theory basic idea  in the middle of the XX century. 

The modern understanding of the information and its role in natural and artificial systems was formed not within one day. It is the collection of knowledge obtained by different branches of science. 

The information is a substance characteristic showing the certain adequacy among the objects states which is  a result of the objects interaction. The stronger the adequacy is expressed the more complete the reflection of the state of one object made by the state of the other is, the more information about one object the other one has. 

As the synergy concept the information is the system organization degree. The system orderliness degree is the term of its components coordination that causes their self-organization  and the system entropy decrease which leads to the orderliness of the system itself as a whole. 

As the academician A. I. Arnoldov states the information is the great mover of the scientific and technical progress which is to be the leading material and moral strength of new civilization,  its constant development source.        

The idea of  the random object  indefiniteness for which the measuring called entropy is introduced is the first  specific one in the information theory.  
The entropy characterizes the missing information. At present the information is considered the substance fundamental characteristic [2].

The entropy becomes more significant as it is related to the random processes deep fundamental characteristics.    
Taking into account the fact that the random processes are the signal adequate model and that some types of continuous signals assume the discrete presentation, which simplifies the problem, we have a chance to use the results and the powerful theory of the random processes [3]. 

The prognostication of the risks of the system “human being – manufacturing –environment” is the basics of the manufacturing safety. It means only the following: the human being is to learn how to make risk and danger minimal. It should be taken into account that the risk is related to the uncontrolled energy release and breakage of the informational processes within the system. When the concept is developed we should proceed from the fact that the activity potential danger axiom is the risk’s  basics and that  the dangerous situation can come suddenly and unexpectedly [4].  

For many years science and practice have used the system approach which required abidance of the tight frameworks within which network diagrams, target plans, complicated target functions and models should be made up. It leads to unwarranted and wastage expenses. The application of the informational and logical approach reduce the time and expenses spent on research and simplifies the research structures.  

The main distinction  of the approach to studying any object as a system but not as a simple object lies in the fact that we not only examine and describe its substantial and power side but, first of all, research its informational aspects ( informational flows, control, organization, etc.).

The problem of any research made with the help  of the informational and logical approach hasn’t been discussed in science papers so far. This approach is of great importance for the world science and practice as obtaining of final results having practical application, which is one of the main aims of any research, is its basics [2].

The research and studying of any phenomenon, even, and nature facts should be done from a single informational and logical point of view. 

The principle of the informational and logical approach is as follows: first the analysis and synthesis of the relations inside the things or their elements and their relations with the environment but not those of their  characteristics are made. When the internal and external  characteristic relations are classified their characteristics are analyzed and synthesized on the information basis. 

The information is the characteristic of the substance which lies in the fact that the certain correspondence among the object states is fixed as the result of the objects interaction. The brighter  the correspondence is expressed the more complete  the reflection of one object’s state made by the other one is, the more information about one object the other one has.  

People are the information top form carriers. 

The principle of the informational and logical approach is the concept of the modern highly developed informational and cellular society. The analysis of the following aspects made it possible to drive to this conclusion:

· Studying of the system, that is, the thing which we notice at the first sight;

· Identifying of changes of the system or thing depending on the environment conditions change;

· Identifying of the element structure of the thing or system.


Studying of the hidden internal relations of the structuralized elements, their characteristics and features, as well as studying of links of internal relations (internal information) with the environment (external information – external links) is the main aspect of research under the informational and logical approach. Both relations (information) and things themselves exist in nature regardless of our consciousness. The objective nature of the relations is as real as things and objects around us which are these relations’ derived results. 


The principle of informational and logical approach gets the wind of  the systematic, probabilistic, linear and determinant, synthetic, materialistic and other approaches which are special cases of the general informational and logical approach [2].


Information and logic as the combined science discovered the laws of the informational and gene processes and technologies within micro  -and - macro structures can be legally called a general science among sciences. Creation of the methodology of studying the informational relations, comparisons, analysis and synthesis from the single informational and logical point of view will make it possible to discover new ways of making research and cognition [1]. 


All the mystery of nature is in the relations, everything derives from ratios, the informational and gene unity of all types and forms of the Universe being their mutually originative basis. 


As the academician I. I. Yuzvishin [2] stated taking into account the basics of information and logic, everything that comes to our world and leaves it goes through the information, that is has fundamental informational prime basis. 
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