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Abstract.  
The issues of factors selection are discussed in the article for the case when estimation of a set of 
factors is not stochastic. Here the quality comparison of two sets of factors is only possible with 
some probability, and modification of existing methods is required for their correct operation. For 
this purpose there is a proposal of CGA Compact Genetic Algorithms utilization the scheme of 
factor selection being indicated. For stochastic estimation of a set of factors the step of training is 
updated for genetic algorithms. Results are obtained for the standard benchmarks and Internet - 
traffic forecasting task. 
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1. The state of the feature selection problem  
 
The Feature selection problem refers to the Data Preprocessing task in data Mining and 

Knowledge Discovery.  In [21] the feature selection and the feature extraction tasks are being 
distinguished from the Data Preprocessing. Blum, Langley [5] divide the feature selection methods 
into embedded approach, filtering approach and wrapper approach.  

Traditionally, for the feature selection task mathematical apparatus of correlation analysis, 
the detachment of linear dependences etc. were used. Baestans in [2] shows that for the dropping of 
insignificant input factor both, the presence of high level correlation between this and other input 
factors, and the lower one between this input variable and output variable are possible. Hattingh, 
Kruger [13] use mixed integer linear programming for the combined removal of unimportant factors 
and for the filtration of data that cause the most noise in the prediction. The significance of factors 
is defined with the help of the linear model.  Ahmad, Dey [1] use probability based method to 
extract the significant attributes. F. Moerchen [18] offers the DWT and DFT based modified 
algorithm for the reduction of the set of data.  

During the input factors interaction analysis Ezhov [7] uses Principal Component Analysis 
for the reduction of input dimension. It is based on the dropping of those inputs that have minor 
value of the covariance matrix, that takes into account only linear interaction. There one can 
observe the application of neural networks (NN), used for the realization of the nonlinear principal 
component method and allowing the high-order interactions. For the input factors and output 
variable interactions assessment it is proposed to use Box-counting algorithms based on calculating 
the Training Data examples occupation number of the boxes, into which the space of variables is 
being divided. The suboptimal algorithm of the serial addition of significant inputs, that on every 
stage of its work adds one more factor, which is the most significant together with selected ones, to 
the select set, is also suggested there.  

The use of genetic algorithms (GA) for feature selection is justified and can compete with 
other methods in its efficiency. Such methods refer to wrapper-methods. Freitas [8], Vafaie, De 
Jong [23] suggest the classical approach to coding of individuals and to GA operators. The use of 
the classical approach is also shown at Guerra-Salcedo, Whitley [12], Vafaie, De Jong [23]. Minaei-
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Bidgoli, Punch [17] suggest to use GA not only in factors selection, but also in determining their 
significance. In Hsu et al. [14] the GA are used not only in attribute selection, but in attribute 
partitioning too, that is creating the new attributes based on the group of old ones. In Oh et al. [19] 
like in Ezhov [7] the idea of sequential adding/removal of the most/ the least significant inputs is 
developed, having made the adding and removal of inputs a part of  the hybrid genetic algorithm.  

The idea of using GA as a set of factors selector combined with other methods as classifiers 
is also known enough. Bala et al. [4] uses GA as a “filter+wrapper” for a decision-tree learning 
algorithm, which directly carries out the classification. Ibid and also in Raimer et al. [21] GA is 
applied together with k-nearest neighbor algorithm. In Bala et al. [3] GA is used for the factor 
selection and the decision tree serves as a predictor.  

The combination “GA+NN” can be observed, for instance, in Gruau, Whitley [11]. GA there 
is used for the creation of a grammar tree that yields both architecture and weights, specifying a 
particular neural network for solving specific Boolean functions. The neural networks for 
classification are used in Yang, Honawar [25]. The selection of significant factors for the neural 
network is carried out by genetic algorithm, which estimates a multi-criteria task (the precision of 
the prediction and the cost of factor value obtaining). 

But there exist some conditions, by which an applicability of these methods has its 
limitations, and the results delivered are nonoptimal. In case the quality assessment of the specific 
data set has a stochastic nature, the application of the most methods is limited. For the qualitative 
assessment of every attribute subset its multiple estimation is essential, that requires an algorithm 
revision. Both, neural networks and genetic algorithms which carry out the prediction, can act as an 
environment giving the stochastic quality assessment of the factors set. While selecting the specific 
influencing factors it is reasonable to use genetic algorithms.  

The remainder of this paper is organized as follows: Section 2 describes the formalizing of a 
factor selection problem. Section 3 discusses the scheme of factors selection. Section 4 presents the 
compact genetic algorithm application for factors selection. Finally, section 5 reports the practical 
results of presented system. 
 

2. The formalizing of a factor selection problem. 
 
The problem of factors selection includes the choice of a subset of d size from set of 

attributes of a total D number on the basis on the given optimization criterion. We shall indicate 
general source set of the data (the maximum possible number of tags) as U = {1, 2, …, D}.  

On the other hand, a subset of the selected factors shall be indicated through X = {1, 2, …, 
d} while the set of remained (moved off) tags through Y . Thus, U=XY. 

When information transformation is carried out with its subsequent reduction then we 
operate not U, but some range (U) that is functional transformation from U. Accordingly, X and Y 
are sets of selected and remote attributes of this transformed set. Thus, XY=(U). 

For example, for the case of time series data can be represented both in time and in 
frequency domain. Operating with time area we reduce a set of factors, while with frequency area 
we can also remove harmonics with low energy. One to another area transition is provided with 
Fourier transformation here playing a role of f(U). Besides, there is, for example, a factor analysis 
which also receives some set of the factors describing the given situation using functional data 
conversion of time series. 

A criterion of quality estimation X shall be indicated as J(X) allowing evaluation of both the 
accuracy of a certain qualifier on a certain set of the data ("wrapper" approach) and a universal 
statistic unit ("filtering" approach). Anyway, the choice of J depends on a specific object. 

The task of procedure of factor selection is to find the set of X to satisfy the following 
condition: 
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where Х  - quantity of the attributes contained in X. 

Thus, we have a multi-criteria problem which extremum may not be determined beforehand 
being dependent of J(X) and a minimum threshold for Х , set by the user. 
 

3. Scheme of factors selection. 
 
There is a set of problems for which the result is not an exact estimation having been 

obtained with some probability. One of such problems is forecasting using artificial intelligence 
methods. The forecast, for example, with neural networks is not determined but contains some 
uncertainty. Also, evolutionary algorithms often find suboptimum solution only thus stochasticity of 
an issued solution can be spoken about. For example, various program launchings (including 
training) can provide different results. With the problem of factors selection at forecasting its value 
is that of quality. Containing uncertainty it is available in quality estimation of a data set. 

As mentioned above, in case of the result stochasticity received with an estimation of some 
subset of attributes to find an optimum set it is recommended to use the algorithms repeatedly 
estimating each of such set, in particular, genetic algorithms (Goldberg [9]). Accordingly, the 
scheme of factor selection looks like that represented in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1. Scheme of Factors Selection.  

 
In general terms the set of data U including training and testing data the total number of 

factors being D are subject to transformation (feature extraction task). The f(U) transformed set of 
data with D` number of factors shall be reduced using genetic algorithms. A reduced set of data X 
with Xd   is used for the forecast obtainments. So one can use any methods, both statistical and 
those of an artificial intelligence like neural networks or genetic algorithms. The choice of a method 
to be used can be done either on the ground of the obtained forecast optimality or by a user 
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manually. One should notice however that obtaining a forecast by means of statistical methods its 
result be not a stochastic value thus the idea of the given scheme gets lost. The forecast value 
obtained is used as fitness - function for genetic algorithm of factors selection. The forecast best 
value as well as the set of factors corresponding to this forecast shall be reserved being the result of 
factors selection system. 
 

4. Compact genetic algorithm application for factors selection. 
 
In Fig.1 a genetic algorithm application for the factor selection is offered. In this case a 

definite kind of genetic algorithm should be selected considering a simplicity and a briefness of the 
algorithm as a fitness-function value shall be calculated for each chromosome in each epoch in any 
case. 

In (Haric et al. [10]) a CGA (Compact Genetic Algorithm) is proposed with its application 
efficiency investigation for optimization purposes. One should note the given approach permits an 
extremely simple soft- and hardware embodiment the results being comparable with the classical 
genetic algorithm. Compact genetic algorithm scheme is represented in Fig. 2. 

In CGА the population of binary individuals is substituted by a probabilities vector for each 
bit of chromosomes the probability of its zero (single) value is being presented. It allows the 
compact representation of binary chromosomes initial population. For example, see table1. The 
population (first four lines) can be represented in CGА by the following vector of probabilities 
(Pcga, the last line). 

 
Table 1. Vector of probabilities in CGA 
X1 X2 X3 X4 X5 
1 0 1 1 0 
1 0 0 1 0 
1 0 1 1 0 
0 0 0 1 1 
0.75 0 0.5 1 0.25 

 
The essence of compact genetic algorithm is that each epoch makes its own new micro-

population. It is generated based upon the pointed vector of probabilities. Then the tournament 
selection is carried out where fitness-functions of all individuals of a micro-population are 
compared. The vector of probabilities is corrected after each comparison. The correction is done as 
follows: if alleles of a victor and a vanquished are of different values (0 and 1) the probability of the 
further generation of number positioned in the allele of the victor increases. In an original (Haric et 
al. [10]) the step of change equals to 1/n, where n is the full size of algorithm population. After the 
tournament selection gets finished individuals are liquidated to be and formed again in the next 
epoch. Transition of all probabilities of a probability vector to stationary statuses (0 or 1) 
preconditions the algorithm work termination to be understood as complete determinacy of 
individuals’ generation. 

When we utilize genetic algorithms for factors selection an individual is represented by a 
classical characteristic vector (where 1 in i position corresponds to i factor entrance to in training 
data while 0 is its absence, the length of an individual is equal to the total number of all significant 
factors). 

The fitness-function of forecasting problem is the forecasting error in the neural network for 
sampling composed of factors encoded by an individual. The process of the fitness-function 
obtainment is as follows: training and testing data is made including the factors encoded by the 
given individual. Further training data is used for neural network training. We present input 



parameters of test data after training with NN and get an error of forecasting as a result of 
comparison of the NN parameters obtained on an output and calibrated values of test data. This 
error is used as a fitness-function. A peculiarity of the given of CGA application is that the error of 
forecasting issued by the neural network is unstable and differs for same training data and test data 
at various sessions of training of the same NN. Thus, the fitness-function of an individual in CGA is 
a random quantity. Accordingly comparing two fitness-functions values one can speak about 
prevailing of one over another just with a certain probability. Calculating the individual fitness-
function and consequently errors in forecasting this defect can be minimized in every epoch.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The scheme of compact genetic algorithm.  
 
In algorithm an n parameter is present as the scale of the initial population remained as “an 

inheritance” of standard genetic algorithms and not based on structure of CGA itself. The size of 
change step of probabilities vector is based upon this parameter. Generally the given parameter can 
be taken absolutely arbitrary.  

Assume the value of the fitness-function is calculated correctly. We shall determine the step 
size for achieving an optimum in 1 epoch. Then with initial probability of each element of 
probabilities vector of p[i] = 0.5 and the size of micro-population m we have a set of equally 
probable states (0 or 1). The probability of choice of k1 ciphers and (k-k1) unities from the set 
containing m1 ciphers and (m-m1) unities is equal (Chernova [6]). 

 

1. Initialization of a probability vector 
for i:=1 to l do p[i]:=0.5; 
 

2. Generation of m individuals based on a probability vector 
for i:=1 to m do 
M[i]:=generate(p); 
 

3. Circular tournament execution 
for j:=1 to m-1 do 
     for k:=j+1 to m do 
     begin 
       victor, vanquished:=evaluate(M[j],M[k])        

4.              Updating a probability vector 
              for l:=1 to length(M) do 

    if winner[l]<>loser[l] then 
    if winner[l]=1 
    then Pcga[l]:=Pcga[l]+chag 
    else Pcga[l]:=Pcga[l]-chag 
end 

     end 
end 
 

5. Check a vector for convergence 
for i:=1 to l do 
   if p[i]>0 and p[i]<1 then 
    return to step 2; 
 

6. p represents final solution 
 

CompactGA parameters: 
n: population size 
l: length of a chromosome 
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Comparing two values the probability of comparison between different notions of 0 and 1 

for the set size=n (only in this case the modification of probability factor is available) is equal 
provided there is an updating of a probability vector for CGA: 
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This statement is true for even number of chromosomes in population what is quite easily 

performed. 
In case of incorrectness the fitness-function is described as a random number with mean 

value  and deviation of . Then in tournament a comparison is executed of the mean values and 
random quantities 1 and 2. When 2>1 , the probability of an error equals to (Chernova [6]): 
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Thus the size of step shall be corrected by the probability of wrong comparison of error. The 
size of the step is to be multiplied by P=1-2*Рerr coefficient. 

Then the next step change formula of vector of probabilities in CGA looks as follows:  
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In the process of algorithm work the number of one and zero is changed being determined 
by Pcga probability vector. An average number of unities in chromosome shall equal to  
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The probability of various values’ comparison is reduced: 
 



2

11 *

l

SumPcgalSumPcga
h C

CC
P  .        (8) 

 
Accordingly, the step of probability vector alteration must increase: 
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The final modified step looks as follows:  
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Thus the algorithm is developed as for optimum attributes subset finding for the case of 

stochastic quality estimation of this subset. As the quality estimation unit the value of neural 
network output is taken used in time series forecasting. CGA (Compact Genetic Algorithms) are 
used as an adjustment algorithm of attributes subset. The change step for CGA vector of 
probabilities is modified considering estimation stochasticity.  
 

5. Approbation and practical results 
Approbation of CGA modified step results was done on benchmarks from Proben1 [20], 

UCI Library [22], and on real forecasting data flows of in- and outcoming channels of Internet 
Service Provider, ISP). 
 

5.1. Testing with standard Benchmarks  
In each testing task the data distribution was reduced to an even form thus improving the 

resulting accuracy. Classification results were obtained by NN on usual non transformed data 
(Untransform), on data transformed to uniform distribution (Uniform), on data with the reduced 
classic CGA factors set (CGA) as well as reduced CGA with modified CGA step (ModCGA). For 
the set of Glass 1 (Proben1, [20]) NN was trained on training data, test and validity data, as for the 
rest sets (Hepatitis and Ionosphere, UCI, [22]) 3-fold cross-validation was performed: three sets of 
training data were created occupying the one–third of the sampling and being taken from the 
beginning, the middle and the end of data file. MSE results were obtained on training data (Train 
Error) and test data (Test Error) together with classification errors on train data (Train Class Err). 
For training data not an error of classification was determined but classification accuracy (Test 
Class) due to the fact that in all sources such data were offered for those sets.  A separate CGA was 
introduced for each of the sets its results being tested on all versions of the set (three for 3-fold 
cross validation). To prove the quality of factors’ set NN was trained 60 times for each set, for each 
class separately (for example, for Glass 1 total 60*6=360 trainings of NN). The result was mean 
value and standard deviation of classification accuracy (Test Class) of all experiments for one set. 
Besides, for CGA the number of epochs was introduces for algorithm execution (Ep) and factors 
number in the set (Fact). The fitness function of CGA was classification accuracy on training data. 
Those components responsible for the set briefness were not utilized. The results obtained were 
compared with those by NN on (PCA+NN) sampling converted by means of principal component 
analysis as well as with those represented in Kwedlo, Kretowsky [16], Oh [19], Yang, Honavar 
[25]. In Oh [19], Yang, Honavar [25] the combination of GA + NN was also used, while in Kwedlo, 
Kretowsky [16] - C4.5 and EDRL. 



Table 2. Results on Glass1 benchmark. 

Glass1 9+6, 214rec 
Train 
error Test error 

Train Class 
Err Test Class Ep Fact 

              
Untransform 2.83 (2.51) 12.26 (10.31) 2.88 (3.2) 88.13 (11.15)     
Uniform 4.59 (4.51) 11.01 (9.4) 5.50 (6.17) 88.6 (10.69)     
CGA 5.7 (4.13) 10.74 (10.47) 8.16 (6.11) 90.32 (8.29) 79 3 
CGA Valid 5.71 (4.16) 10.59 (11.01) 8.15 (6.17) 90.21 (8.13) 79 3 
ModCGA 4.22 (3.79) 10.04 (7.85) 5.39 (5.14) 90.30 (7.35) 78 4 
ModCGA Valid 4.20 (3.75) 10.39 (9.35) 5.36 (5.05) 90.13 (7.89) 78 4 
PCA+NN 0.77 (0.65) 17.47 (10.12) 0.34 (0.61) 84.78 (10.8)   6 
Proben1 linear 8.83 (0.01) 9.98 (0.1)   53.96 (2.21)     
Proben1 mult 8+0+l     9.184 67.92     
Proben1 pivot 7.68 (0.79)   9.75 (0.41) 61.97 (8.14)     
in Yang, Honavar (1998)       70.5 (8.5)     
in Yang, Honavar GA. (1998)       80.8 (5.0)     
in Oh (2004)       100     
in Kwedlo, Kretowsky (1998) 
С4.5       67.5 (0.8)     
in Kwedlo, Kretowsky (1998) 
EDRL       66.7 (1.0)     

 
Table 3. Results on Ionosphere benchmark. 

Ionosphere 34+2, 351rec 
Train 
error Dev 

Test 
error Dev 

Train 
Class 
Err Dev 

Test 
Class Dev Ep Fact 

                      
Uniform 0.52 (0.38) 0.38 3.84 1.51 0.00 0.04 97.89 2.28     
CGA 0.30 1.09 1.40 3.17 0.35 1.52 99.39 2.49 168 (49.38) 8.66 (6.26) 
ModCGA 0.46 0.89 2.54 3.66 0.00 0.20 98.82 3.22 70.93 (51.99) 8.73 (3.96) 
PCA+NN 0.37 0.12 8.08 2.72 0.03 0.11 94.43 1.6   34 
in Yang, Honavar (1998)             94.30 5.00     
in Yang, Honavar (1998)             98.60 2.40     
in Oh (2004)             91.45       

 
Table 4. Results on Hepatitis benchmark. 

Hepatitis 19+1, 
155rec 

Train 
error Dev 

Test 
error Dev 

Train 
Class 
Err Dev 

Test 
Class Dev Ep Fact 

Uniform 1.21 2.32 20.00 8.57 0.31 1.37 79.96 7.50     
CGA 4.50 1.56 16.62 13.86 4.90 3.89 82.53 9.83 160.67 (61.12) 8.67 (1.32) 
ModCGA 3.49 12.14 18.27 23.07 3.40 10.02 82.04 12.30 15.33 (6.08) 10.50 (1.64) 
PCA+NN 0.03 0.07 40.94 12.56 0.02 0.12 64.09 6.15   19 
in Yang, Honavar 
(1998)             84.70 9.50     
in Yang, Honavar 
(1998)             97.1 4.30     
in Kwedlo, 
Kretowsky (1998) 
С4.5             79.6 0.60     
in Kwedlo, 
Kretowsky (1998) 
EDRL             81.2 1.80     



 
As we can see, the results obtained by CGA+NN combination with data reduced to the 

uniform condition actually exceed all results of similar works. A modified step introduction 
practically does not reduce the accuracy while the time for search is often reduced by an order, up 
to 90.6 percent. 

 
 
5.2. ISP data forecasting task description 
 
Every provider has incoming and outgoing channels of data communications. Depending on 

the topology of commutation of data flows on the ISP equipment the same flow can be incoming for 
one site and outgoing for another one. Besides, it can multiplex that is to become a part of a larger 
data flow including some logical flows in a physical one.  

Fig.3 shows dependences of two resulting flows data which are the main numeral 
representation of provider channels loading. The In channel (general input flow shown green) and 
Out channel (general output stream shown violet) have already included all incoming and outgoing 
data flows of ISP considering their multiplexing and unite some logical flows into a physical one. 
This information as well as some other data is stored in ISP database. 
 

  
 
Figure 3. General ISP input and output channels 

 
From time to time during ISP functions the so-called critical situations occur. They are the 

spontaneous jumps and falls of information volume passing through In or Out channels occurring 
both due to ISP and by the reasons regardless of a provider. To liquidate such situations an 
intervention by maintenance staff is required. ISP must detect such situations in proper time as well 
as to predict the channels’ loading like the volume of information passing through channels per time 
unit in subsequent time intervals.  

The more substantial task description and affecting factors selection is presented in the work 
(Khmilovyy [15]). On the ground of task analysis the surplus row of influencing factors is selected. 
Superfluity does confirm the fact some affecting factors worsen the general forecasting accuracy.  
The further optimum reduction of the affecting range is one of the tasks of this work. 
 
 

5.3. Selection of minimum significant factors number 
 
Comparison of forecasting accuracy results is done issued by a neural network on the full 

redundant number of factors with a prognosis on the great number of factors with the reduced 



length of a time range up to 1 lag (see Baestens et al. [2]) as well as on the factors set reduced using 
correlation analysis, standard CGA with n=50 and CGA with the modified step.  

With the simple length reduction of time range 4 significant factors of 20 were removed. 
The result of forecasting got improved by 5% compared with a complete set of factors.  

Ten factors were used for correlation analysis in forecasting. The result of forecasting got 
improved by 11% compared with the result on a complete training data set. Correlation analysis 
showed as follows:  

- Great interconnection between many variables. For each input factor 2-3 factors exist, 
the correlation coefficient with them not exceeding 0.5. 

- Small influence of factors on the predictable values. For 40% of affecting factors the 
coefficient of correlation with predictable values did not exceed 0.05. 

- Different connection strength of different affecting factors with the different predictable 
values. Thus one can state that three values under forecasting three different sets of 
affecting factors are required to provide an optimum prognosis development. 

Standard CGA utilization with the population size of n=50 for affecting factors set 
minimizing has decreased the forecasting error by 16% compared with a result on a complete 
teaching set. After CGA step modification a search time of decision got reduced by 51%. The 
forecasting error compared with the results represented by standard CGA did not change seriously. 
The results obtained are presented  in Table 5. 
 

Table 5. Investigations results on Internet traffic Data 
Compared to: 
 
Modification 

Complete set of factors CGА with n=50 

Small series length Error reduction by 5%  
Correlation analysis Error reduction by 11%  
CGA с n=50 Error reduction by 16%  
CGA with modified step Error reduction by 16% Calculation time decrease by 51% 
Classification and 
forecasting tasks separation 

Error reduction by 4%  

 
 
 
 

5.4. Classification and forecasting tasks separation 
 
Two tasks were initially considered: that of critical situations classifications and time series 

forecasting. As soon as it was proved that different sets of factors are important for those tasks an 
attempt was made to separate those tasks through two-step data processing. Thus on the first stage 
critical situations are determined and deleted while on the second stage a time series forecasting is 
made. As a result of two-step forecasting the forecasting error got reduced by 4% as compared to an 
initial one. Thus the importance of separate tasks fulfillment is demonstrated as for specific 
situations classification and time series forecasting with the individual search of optimum affecting 
factors set for every task. 



6. Conclusions 
 

1. The conditions are determined in which classic methods of factors selection are insufficient and 
require modifications the stochasticity of estimation of subset factors being one of them. The 
optimum group of methods is chosen which are maximally suitable for work in such conditions. 
They are characterized by the repeated procedure of factors estimation. Genetic algorithms are 
mostly suitable for this purpose. 

2. The conditions are stated when the got estimation of attributes subset is stochastic.  Such 
estimation is possible for the output of neural network or genetic algorithm utilized for time 
series forecasting 

3. The scheme of factors selection is proposed. Its specific feature is that some data extraction is 
possible beforehand, for example, based on a factor analysis or Fourier transformation followed 
by the direct factors selection using a genetic algorithm the forecasting being developed on the 
ground of the resultant reduced factors set. The forecasting obtained is used as fitness-function 
for the genetic algorithm of factor selection. 

4. The type of genetic algorithm is chosen as most suitable for such class of tasks fulfillment. 
These are compact genetic algorithms. It is characterized by an outstanding simplicity of 
program realization together with considerable efficiency of work with such type of tasks. 

5. For the condition of stochastic estimation the step of probability vector change for CGA got 
modified. Modification is based on determination of size dependence of probability vector 
change of the authenticity degree of two values comparison and namely estimation units of 
attributes subsets. 
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