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Abstract 
This paper discusses the problems of feature selection when a feature set estimation is not stochastic. In this 

case two sets of features can be compared just with some probability, so the existing methods should be modified. 
For this purpose we propose the use of Compact Genetic Algorithms (CGA) and present a scheme of feature selec-
tion. The step of genetic algorithm learning is modified for the case of stochastic estimation of a feature set. The re-
sults for Internet-traffic forecasting are obtained. 
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1. Feature Selection Problem 
Feature selection problem refers to Data Preprocessing task in Data Mining and Knowl-

edge Discovery. In [21] the feature selection and the feature extraction tasks are singled out in 
Data Preprocessing. Blum and Langley [5] divide the methods of feature selection into embed-
ded approach, filtering approach and wrapper approach.

Traditionally, for the task of feature selection a mathematical apparatus of correlation 
analysis, linear dependences, etc. were used. Baestans in [2] shows that in the case of insignifi-
cant input factors dropping the rate of correlation between this factor and other input factors may 
be high, and the rate of correlation between this input variable and the output variable can be low. 
Hattingh, Kruger [13] use mixed integer linear programming to remove insignificant factors and 
to filter the data that cause the most noise in the prediction. The significance of factors is defined 
with the help of the linear model. Ahmad, Dey [1] use a probability based method to extract the 
significant attributes. F. Moerchen [18] offers a DWT and DFT based modified algorithm for re-
ducing a set of data.

During the input factors interaction analysis Ezhov [7] uses Principal Component Analy-
sis to reduce input dimensions. It is based on dropping the inputs that have minor values of the 
covariance matrix, which takes into account the linear interaction only. The same work [7] de-
scribes the application of neural networks (NN) in nonlinear principal components method, which 
allows the interactions of high order. To consider the interaction between the input factors and the 
output variable the author propose to use Box-counting algorithms based on calculating the num-
bers of boxes occupation (the space of variables is divided into boxes) by the examples of the 
training set. The author also suggests a suboptimal algorithm of successive addition of the most 
significant inputs. At each stage this algorithm adds another factor which will be the most impor-
tant in the set that had already been selected.

The use of genetic algorithms (GA) for feature selection is justified and can compete with 
other methods in its efficiency. Such approaches refer to wrapper-methods. Freitas [8], Vafaie, 
De Jong [23] suggest the classical approach to coding of individuals and to GA operators. The 
use of the classical approach is also shown by Guerra-Salcedo, Whitley [12], Vafaie, De Jong 
[23]. Minaei-Bidgoli, Punch [17] propose to use GA not only in factors selection, but also in de-
fining their significance. Hsu et al. [14] use GA not only in attribute selection, but also in attrib-
ute partitioning (creating new attributes based on the groups of old one). Oh et al. [19] develop 
the idea of successive addition/removal of the most/ the least significant inputs (suggested by 
Ezhov [7]), having made this addition/removal a part of a hybrid genetic algorithm.  

The idea of using GA as a factors set selector together with other methods (as classifiers) 
is also well known. Bala et al. [4] use GA as a “filter+wrapper” for a decision-tree learning algo-
rithm, which carries out the classification. Bala et al. [4] and Raimer et al. [21] apply GA together 
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with k-nearest neighbor algorithm. Bala et al. [3] use GA for factor selection and the decision
tree serves as a predictor.

The combination “GA+NN” can be found, for instance, in [11]. The authors use GA for 
creating a grammar tree that yields both architecture and weights, specifying a particular neural 
network for solving specific Boolean functions. The neural networks for classification are used 
byYang, Honawar [25]. The selection of significant factors for a neural network is carried out by 
a genetic algorithm, which estimates a multi-criteria task (prediction accuracy and the cost of ob-
taining factor values). 

But there are some conditions whish complicate the use of these methods, and the results 
obtained are not optimal. In case when the quality estimation of a particular data set is stochastic, 
the use of most methods is limited. For the purpose of qualitative assessment each subset of at-
tributes should be repeatedly estimated so the algorithm must be modified. Both, neural networks 
and genetic algorithms, which carry out the prediction, can act as the environment giving the sto-
chastic quality assessment of a factor set. While selecting a particular set of influencing factors it 
is reasonable to use genetic algorithms.  

The rest of this paper is organized as follows: Section 2 describes factor selection problem 
formalization. Section 3 discusses the scheme of factor selection. Section 4 describes compact 
genetic algorithm application for factor selection. Finally, section 5 presents the practical results 
of the presented system. 

2. Factor Selection Problem Formalization 
The problem of factors selection consists in choosing a d size subset from an attribute set 

with total number D on the basis of a given optimization criterion. We will designate the total in-
put data set (the maximum possible number of attributes) as U = {1, 2, …, D}.

On the other hand, the subset of the selected factors is designated as X = {1, 2, …, d}
while Y stands for the set of remaining (removed) factors. Thus, U=X Y.

When information is being transformed and reduced we consider (instead of U) a certain 
range of values (U), which is a functional transformation from U. Respectively, X and Y are the 
sets of selected and dropped attributes of this transformed set. Thus, X Y= (U).

For example, for the case of time series the data can be represented both in time and in 
frequency domain. Operating with time domain we reduce a set of factors, and operating with 
frequency domain we can also drop harmonics with low energy. The transition from one domain 
to the other is carried out by means of Fourier transformation that serves as f(U). Besides, there 
is, for example, a factor analysis applied for obtaining a certain set of factors (describing the 
given situation) through functional transformation of time-series data. 

The quality estimation criterion X is designated as J(X). This criterion allows evaluating 
both the accuracy of a certain qualifier on a certain set of the data ("wrapper" approach) and a 
universal statistic unit ("filtering" approach). Anyway, the choice of J depends on a particular 
task.

The factor selection procedure is aimed at finding such a set of X which would satisfy the 
following condition: 

min
max)(

X
withXJ , (1)

where  is the number of the attributes contained in X.
Thus, we have a multi-criteria problem. Its extremum can not be defined beforehand and 

does not depend on J(X) and on the minimum threshold for , set by the user. 
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3. Scheme of Factor Selection 
There are many problems for which the result is not an exact estimation, but is obtained 

with some probability. One of such problems is forecasting using artificial intelligence methods. 
For example, the prediction which employs neural networks is nondetermined and contains some 
uncertainty. Very often evolutionary algorithms can only find a suboptimal solution, so we may 
state that the obtained solution is stochastic. For example, different program launches (including 
learning) can give different results.  

As it has been stated above, if the result of estimating a certain attribute subset is stochas-
tic then, in order to find the optimal set, we need to involve the algorithms which would estimate 
repeatedly each of such sets. In particular, genetic algorithms are to be used (Goldberg [9]). Con-
sequently the scheme of factor selection (Figure 1) will be as follows  

Figure 1. Scheme of factors selection 

In general the set of data U (which includes learning set (LS) and testing set (TS)) with to-
tal number of factors D is subjected to transformation (feature extraction task). The transformed 
set of data f(U) with D` number of factors is reduced using genetic algorithms. The reduced set of 
data X with Xd  is used in forecasting. In this case one can use various methods, both statisti-
cal and those of artificial intelligence (neural networks or genetic algorithms). The choice of the 
method is made on the basis of the obtained prediction or manually by the user. However, it’s 
worth mentioning that if prediction is performed by means of statistic methods its results are not 
stochastic, so the meaning of the given scheme is lost. The forecast value obtained is used as a 
fitness-function for the factor selection genetic algorithm. The best forecast value and the set of 
factors corresponding to this forecast should be stored; they are the result of factor selection sys-
tem.

4. Compact Genetic Algorithm Application for Factors Selection 
In Figure1 genetic algorithm application for factor selection is offered. In this case a par-

ticular kind of genetic algorithm should be selected. The algorithm should be simple and brief as 
the value of fitness-function is recalculated for each chromosome in each epoch. 



S. V. Khmylovy, Y. A. Skobtsov, pp. 63 - 73 / Proceedings of Donetsk National Technical University. No 1, 2010 
_____________________________________________________________________________________________________________________

66

Haric et al. [10] suggest a CGA (Compact Genetic Algorithm) and study its efficiency in 
solving optimization problems. We should mention that the given approach presupposes an ex-
tremely simple soft- and hardware implementation; the results being comparable to classical ge-
netic algorithms. Compact genetic algorithm scheme is represented in Fig. 2. 

In CG  the population of binary individuals is replaced by a probability vector; for each 
bit of chromosomes the probability of its zero (unit) value is provided. It allows compact repre-
sentation of the initial population of binary chromosomes. For example, see table1. The popula-
tion (the first four lines) can be represented in CG  by the following vector of probabilities 
(Pcga, the last line). 

Table 1. Vector of probabilities in CGA 

X1 X2 X3 X4 X5 
1 0 1 1 0 
1 0 0 1 0 
1 0 1 1 0 
0 0 0 1 1 

0.75 0 0.5 1 0.25

The essence of the compact genetic algorithm is that in each epoch a new micro-
population is created. It is generated on the basis of the above mentioned probability vector. Then 
tournament selection takes place when the fitness-functions of all micro-population individuals 
are compared. The probability vector is corrected after each comparison. The correction is done 
as follows: if there are different values (0 and 1) in the alleles of the winner and the loser the 
probability of further generation of the number in the winner’s allele increases. In the original 
(Haric et al. [10]) the step of change is 1/n, where n is the full size of algorithm population. After 
the tournament selection the individuals are exterminated and created again in the next epoch. 
When the transition of all probabilities of the probability vector to stationary statuses (0 or 1) 
takes place the algorithm stops its work. 

In case of applying genetic algorithms in factor selection the individual is represented as a 
characteristic vector where 1 in ith position corresponds to the input of the ith factor into LS and 0 
means its absence. The length of an individual is equal to the total number of all significant fac-
tors.

In the given case the fitness-function is the neural network prediction error for the sample 
made up of the factors coded by the given individual. The process of obtaining fitness-functions 
is the following: learning and testing sets (LS and TS) are made which include the factors en-
coded by the given individual. Then LS is used for neural network learning. After NN learning 
we involve TS input parameters. Then we define the prediction error by means of comparing NN 
parameters obtained at the output and standard TS values. This error is used as a fitness-function. 
The peculiarity of this CGA application is that the prediction error is not stable. It is different for 
the same LS and TS at each particular session of NN learning. Thus, the fitness-function of an 
individual in CGA is a random variable. So comparing two fitness-functions we may speak about 
the superiority of one of the functions just with some probability. When calculating the fitness-
function of and individual (and consequently prediction error) it is possible to minimize this 
drawback each epoch. 
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Figure 2. The scheme of a compact genetic algorithm 

There is a certain parameter n in the algorithm. It is the initial population size “inherited” 
from the standard genetic algorithms, so it is not based on the structure of CGA itself. The step of 
probability vector change is based on this parameter. Generally this parameter can be taken abso-
lutely arbitrary.  

Suppose the value of fitness-function is calculated correctly. Let us define the step for 
achieving the optimum in 1 epoch. Each initial probability of each element of the probability vec-
tor is p[i] = 0.5, and the size of micro-population is m. Then we have a set of equiprobable states 
(0 or 1). The probability of choosing k1 zeros and (k-k1) unities from a set containing m1 zeros 
and (m-m1) unities is equal [6]) 

k
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For the case of two values comparison the probability of comparing different values 0 and 
1 (otherwise probability vector modification for CGA is impossible) is equal to  

2

1
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2/ *

n

nn
h C

CCP . (3) 

where n is the size of the set. 
The total number of comparisons is 2

nC .  So in order to achieve the optimum in one CGA 
epoch the step should be equal to
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This formula is true for the even number of chromosome alleles and that is a severe con-
straint. 

In case of incorrectness the fitness-function is described as a random variable with ex-
pected value  and deviation . Then in the process of tournament the expected values of random 
variables 1 and 2 are compared. When 2> 1 , the probability of an error [6] is

)(1)0(
2
2

2
1

21
21PPerr , (5) 

where dzez
z z

0

2

2

2
1)(  is Laplace function.

Thus the size of the step must be corrected taking into account the probability of wrong 
error comparison. The size of the step is to be multiplied by P=1-2* err.

Then the formula of the step of probability vector change in CGA looks as follows:  

))0(*21(* 21Phhm . (6) 

While the algorithm is working the average number of zeros and unities varies and is de-
termined by the probability vector Pcga. The average number of unities in a chromosome is equal 
to

lPlength
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The probability of comparing various values is reduced: 
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Accordingly, the step of probability vector change must increase: 
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The final modified step looks as follows:

))0(*21(*
)(** 212
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. (10) 

So we have obtained an algorithm for defining the optimal subset of attributes in the case 
when the quality estimate of this subset is stochastic. The value at the NN output is taken as an 
estimation measure. CGA (Compact Genetic Algorithms) are used for adjusting the sets of attrib-
utes. The step of probability vector change is modified taking into account estimation stochastic-
ity.

5. Testing and Practical Results 
The results of CGA step modification were tested on benchmarks from Proben1 [20], UCI 

Library [22] and in actual prediction of the data flows from in- and outcoming channels of Inter-
net Service Provider, ISP. 
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5.1. Testing with Standard Benchmarks  
In each test problem the data distribution must be uniform because it increases the accu-

racy of testing. Classification results were obtained by NN on usual non-transformed data (Un-
transform), on transformed data (Uniform), on data with a factor set reduced by classical CGA 
and with reduced ModCGA. In the testing set Glass 1 [20] NN learned on LS, was tested on TS 
and on checking sample. The other sets (Hepatitis and Ionosphere) [22] involved 3-fold cross-
validation: three sets were created, TS occupied one third of the sampling being taken from the 
beginning, the middle and the end of a data file. MSE results were obtained on LS (Train Error)
and TS (Test Error) together with classification errors (Train Class Err). For TS we estimated 
classification accuracy Test Class instead of estimating classification error. The obtained results 
were averaged; the mean value and standard deviation of classification accuracy (Dev) are pro-
vided. Besides, for CGA the number of epochs of algorithm realization (Ep) and the number of 
factors in a set (Fact) were introduced. Classification accuracy (on LS) served as CGA fitness 
function. The components responsible for the set reduction were not used. The results were com-
pared with those obtained by NN on (PCA+NN) sample (transformed by means of principal 
component analysis) and with results provided in [16], [19], [25]. In [19] and [25] the combina-
tion GA + NN was also used, while Kwedlo and Kretowsky [16] applied C4.5 and EDRL. 

Table 2. Results obtained on Glass1 benchmark 

Glass1 9+6, 214rec 
Train 
error Test error 

Train Class 
Err Test Class Ep Fact 

           

Untransform 
2.83 
(2.51) 12.26 (10.31) 2.88 (3.2) 88.13 (11.15)  

Uniform
4.59 
(4.51) 11.01 (9.4) 5.50 (6.17) 88.6 (10.69)  

CGA 5.7 (4.13) 10.74 (10.47) 8.16 (6.11) 90.32 (8.29) 79 3 

CGA Valid 
5.71 
(4.16) 10.59 (11.01) 8.15 (6.17) 90.21 (8.13) 79 3 

ModCGA 
4.22 
(3.79) 10.04 (7.85) 5.39 (5.14) 90.30 (7.35) 78 4 

ModCGA Valid 
4.20 
(3.75) 10.39 (9.35) 5.36 (5.05) 90.13 (7.89) 78 4 

PCA+NN 0.77 (0.65) 17.47 (10.12) 0.34 (0.61) 84.78 (10.8)  6 

Proben1 linear 
8.83 
(0.01) 9.98 (0.1)   53.96 (2.21)  

Proben1 mult 8+0+l     9.184 67.92  

Proben1 pivot 
7.68 
(0.79)   9.75 (0.41) 61.97 (8.14)   

Yang, Honavar (1998)       70.5 (8.5)   

Yang, Honavar GA. (1998)       80.8 (5.0)  

Oh (2004)       100  
Kwedlo, Kretowsky (1998) 

4.5       67.5 (0.8)  
Kwedlo, Kretowsky (1998) 
EDRL       66.7 (1.0)  
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Table 3. Results obtained on Ionosphere benchmark 

Ionosphere 34+2, 351 rec
Train 
error Dev

Test
error Dev

Train 
Class 
Err Dev

Test
Class Dev Ep Fact 

           

Uniform
0.52 

(0.38) 0.38 3.84 1.51 0.00 0.04 97.89 2.28   

CGA 0.30 1.09 1.40 3.17 0.35 1.52 99.39 2.49 168 (49.38) 8.66 (6.26)

ModCGA 0.46 0.89 2.54 3.66 0.00 0.20 98.82 3.22 70.93 (51.99)8.73 (3.96)

PCA+NN 0.37 0.12 8.08 2.72 0.03 0.11 94.43 1.6  34 

Yang, Honavar (1998)       94.30 5.00   

Yang, Honavar (1998)       98.60 2.40   

Oh (2004)       91.45    

Table 4. Results obtained on Hepatitis benchmark 

Hepatitis 19+1, 
155rec

Train 
error Dev 

Test
error Dev

Train 
Class 
Err Dev 

Test
Class Dev Ep Fact 

Uniform 1.21 2.32 20.00 8.57 0.31 1.37 79.96 7.50   
CGA 4.50 1.56 16.62 13.86 4.90 3.89 82.53 9.83 160.67 (61.12 8.67 (1.32)

ModCGA 3.49 12.14 18.27 23.07 3.40 10.02 82.04 
12.3

0 15.33 (6.08) 10.50 (1.64)
PCA+NN 0.03 0.07 40.94 12.56 0.02 0.12 64.09 6.15  19 
Yang, Honavar 
(1998)       84.70 9.50   

Yang, Honavar 
(1998)       97.1 4.30   
Kwedlo,
Kretowsky
(1998) 4.5       79.6 0.60   
Kwedlo,
Kretowsky
(1998) EDRL       81.2 1.80   

As we can see, the results obtained by CGA+NN combination on uniform data actually 
exceed all the results of similar works. Introduction of modified step does not reduce the accu-
racy, but saves the time of search (by 90,6 per cent). 

5.2. ISP Data Forecasting Description 
Every provider has incoming and outcoming channels of data communication. Depending 

on the topology of data flow commutation on ISP the same flow can be incoming for one site and 
outcoming for another one. Besides, it can be multiplexed, i.e. it becomes a part of a larger data 
flow which combines several logical flows in a physical one.

Figure 3 shows the time dependences of two resulting data flows which are the main nu-
merical expressions of the loading of provider’s channels. The In- and Out-channels have already 
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included all incoming and outcoming ISP data flows and unite several logical flows into a physi-
cal one. This information (as well as some other data ) is stored in ISP database. 

Figure 3. General ISP in- and out-channels

From time to time during ISP functioning the so-called critical situations occur. They are 
the spontaneous jumps and falls in the data volume (while the data are passing through On- or 
Out-channel). Sometimes they are caused by ISP itself, and sometimes the causes do not depend 
upon the provider. In such cases maintenance staff should be involved to improve the situation. 
ISP must detect such situations in proper time and predict the channels loading (the volume of 
information passing through channels per one time unit) in next time intervals.  

A more detailed description of this problem and the selection of influencing factors are 
presented in [15]. Having analyzed the problem we singled out a redundant set of influencing fac-
tors. Redundancy is also confirmed by the fact that some influencing factors reduced overall pre-
diction accuracy. Further optimum reduction of the influencing factors set is one of tasks of this 
work.  

5.3. Selecting the Minimal Number of Significant Factors 
We have compared the following results: 
1. The accuracy of the prediction made by NN on a full redundant set of factors. 
2. The prediction made on a factor set with the time series reduced up to 1 lag (see [2]). 
3. The prediction made on a factor set reduced by means of correlation analysis, standard 

CGA with n=50 and ModCGA.
Simple reduction of the time series length resulted in removing 4 significant factors of 20. 

The result of forecasting got improved by 5% compared with the full set of factors.
In the process of forecasting by means of correlation analysis we used 10 factors. The re-

sults got improved by 11% compared with the results obtained on the full learning set. Correla-
tion analysis showed: 

- Great interconnection between many variables. For each input factor there are 2-3 factors 
with correlation coefficients more than 0.5. 

- Insignificant influence of the factors on the predicted values. For 40% of influencing fac-
tors the coefficient of correlation with predicted values did not exceed 0.05. 

- Different degree of connection of different influencing factors with different predicted 
values. Thus, in order to obtain the optimal prediction results we need three different sets 
of influencing factors for three predicted values.
The use of standard CGA with population size n=50 for factor set minimization has de-

creased the forecasting error by 16% compared with the result on the full learning set. The use of 
ModCGA reduced the time of solution search by 51%. The forecasting error (if compared with 
standard CGA results) did not change considerably. The results obtained are presented in Table 5. 
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Table 5. Results obtained on Internet traffic Data 
Compared to: 
Modification 

Complete set of factors CG  with n=50 

Small series length Error reduced by 5%  
Correlation analysis Error reduced by 11%  
CGA with n=50 Error reduced by 16%  
ModCGA  Error reduced by 16% Calculation time decrease by 51% 
Separation of Classification and 
forecasting tasks

Error reduced by 4%  

5.4. Separation of Classification and Forecasting Tasks  
Two problems were initially considered: classification of critical situations and time se-

ries forecasting. It was proved that different sets of factors are relevant for these problems. So we 
attempted to separate these tasks by means of two-stage data processing. At the first stage we de-
termined and deleted critical situations and at the second stage we carried out time series predic-
tion. As a result prediction error decreased by 4% as compared to the initial one. So it is obvious 
that the problem of critical situations classification and that of time series prediction should be 
solved separately with individual search of an optimal factor set for each problem. 

Conclusion
1. There are certain conditions (in particular, the stochasticity of factor set estimation) 

when the classical methods of factor selection are not helpful and require modification. In this 
case the most effective methods are those including the repeated procedure of factor estimation. 
Genetic algorithms are most suitable for this purpose. 

2. We have specified the conditions under which the obtained estimate of attribute subsets 
is stochastic. Such estimation is possible at the output of NN or GA used in time series prediction 

3. The factors should be selected according to a particular scheme. Such scheme allows 
preliminary data transformation based on factor analysis or Fourier transformation. Then a ge-
netic algorithm is applied for factor selection. The prediction is made on the basis of the obtained 
reduced set of factors. Prediction results are used as the fitness-function for factor selection GA.  

4. Compact GA is the most promising genetic algorithm for such kind of tasks. It is dis-
tinguished by simplicity of software implementation and high performance in solving such prob-
lems.  

5. The step of CGA probability vector change has been modified for the case of stochastic 
estimation. For this purpose we should define the dependence of probability vector change upon 
the reliability of comparing two values (measures of attribute subsets estimation).  
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